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Abstract—The olfactory system is a very efficient biological setup capable of odor information processing with neural signals. The nature of neural signals restricts the information representation to multidimensional temporal sequences of spikes. The information is contained in the interspike intervals within each individual neural signal and interspike intervals between multiple signals. A mechanism of interactions between random excitations evoked by odorants in the olfactory receptors of the epithelium and deterministic operation of the olfactory bulb is proposed in this paper. Inverse Frobenius–Perron models of the bulb’s temporal sequences are fitted to the interspike distributions of temporally modulated receptor signals. Ultimately, such pattern matching results in ability to recognize odors and offer a hypothetic model for signal processing occurring in the primary stage of the olfactory system.
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I. INTRODUCTION

LIVING organisms perceive odors as sensations caused by mixtures of odorant molecules. Such molecules excite the olfactory receptors to respond with increased activity which is then passed on to the olfactory bulb for detection. Various odorant molecules excite different groups of receptors. A superposition of these excitations constitute the odor as detected by the olfactory bulb [1]. The relative concentrations of individual components constitute the odor type, whereas the absolute concentrations determine the odor intensity. The olfactory bulb has the task of transforming the input obtained from the receptors into a set of signals to be interpreted by the brain. The capacity of a simple discriminator to distinguish the target from background odorants has been statistically analyzed in [2].

The continuous quantities, such as molecule concentrations, cannot be directly represented by the signals produced by biological neurons. Neurons produce spikes and only indirectly their presence or absence, or time location may carry continuum of information. The nature of neural signals is assumed to have the following characteristics.

1) There is no significance of the shape of individual spikes. They simply mark instances of time when the neurons fire.

2) The signal is a time sequence of spikes. Spikes may occur more or less frequently which has an effect on the average value of the signal.

3) Spikes may occur in a certain temporal pattern. More precisely, the inter-spike intervals may follow a distinct and repetitive behavior. This allows for code division of information conveyed by a single signal.

4) Two or more signals may exhibit cross correlation which typically results from synchronization between the signal sources. If the synchronized signals assume a certain spatial distribution, a set of such signals will manifest a spatio-temporal pattern.

The neural signals of the olfactory bulb representing the information about odors and intensities are further interpreted by the brain. The olfactory bulb functions as the first signal processing stage. In all nonbiological designs the first stage is responsible for the sensitivity and noise performance of the entire detection system. The same should hold true in case of the olfactory bulb. A very detailed investigation of neuronal noise and spike propagation can be found in [3].

The goal of this article is to identify the simplest method of encoding odor information in temporal sequences. The input–output interactions between temporal sequences can lead to an odor detection and encoding mechanism in the olfactory bulb.

II. TEMPORAL MODULATION

The very input of the olfactory system, the epithelium, produces an enormous number of signals. Receptors are hard-wired to detect specific odor components and are uniformly distributed in the epithelium. The odor information is therefore, spatially distributed across the epithelium and is assumed to have no temporal dependency. Every odor and concentration can be represented by its “black and white photo” in which the gray levels of pixels encode spiking activities of the receptors. In this paper, the odor information is assumed to be spatially distributed and static, although there is a strong evidence of various significant aspects of the inhale–exhale rhythm and the impulse response of the olfactory bulb [5].

No temporal coding of information is performed by the individual receptors. Simply, the more molecules are present at the docking sites of the receptors, the more frequent their spiking. Based on response measurements and fitting of concentration–response curves presented in [6] and [7], the spiking frequency \( f \) of the receptors has an asymptotic dependency on the odorant concentration \( c \) (molarity). When the odorant concentration is

1Term temporal modulation is adopted from [4].
at the lowest detectable level \( c = c_t \), the receptor fires at the very slow rate of spontaneous activity. When the concentration grows infinitely large, the frequency reaches saturation at the maximum firing rate of \( f_m \). The curve \( f(c) \) fits the following definition:

\[
f = \frac{2}{\pi} f_m \arctan(\beta(c - c_t)).
\]

(1)

The slope factor \( \beta \) is expressed in terms of the dynamic range \( \Delta c \) defined as the odor concentration at which the frequency reaches 80% maximum, \( f(c_t + \Delta c) = 0.8f_m \). Given the dynamic range, the slope factor can be determined as \( \beta = \tan(0.8\pi/2)/\Delta c \).

Concentration \( c \), used in [6] and [7], is a logarithmic quantity related to the odorant molarity \( c = \log m \), with \( m \) in mol/l. The investigated odorants were anisole (ANI), camphor (CAM), isoamyl acetate (ISO), and limonene (LIM). The curve fitting resulted in the following parameters for each odorant [6]:

<table>
<thead>
<tr>
<th></th>
<th>ANI</th>
<th>CAM</th>
<th>ISO</th>
<th>LIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_m )</td>
<td>11 Hz</td>
<td>15 Hz</td>
<td>11 Hz</td>
<td>8 Hz</td>
</tr>
<tr>
<td>( c_t )</td>
<td>-6.7</td>
<td>-8.6</td>
<td>-7.0</td>
<td>-7.7</td>
</tr>
<tr>
<td>( \Delta c )</td>
<td>1.1</td>
<td>1.1</td>
<td>0.5</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Remarkably, linear curves are obtained if instead of spiking frequency \( f \), the interspike intervals \( \tau = 1/f \) are graphed versus the reciprocal of molarity, referred to as sparsity \( s \). Since different odorants may have largely different molarity threshold levels \( c_t = \log m_t \), the reciprocal of the incremental molarity \( s = 1/(m - m_t) \) rather than the absolute value can be used in the joint graph for various odorants. The parametric representation of relationship (1) in the new coordinates \((s, \tau)\) for the introduced odorants is shown in Fig. 1. The horizontal and vertical axes are the incremental sparsity \( s \) and the interspike interval \( \tau \) expressed in terms of molarity \( m \) as follows:

\[
s(m) = \frac{1}{m - m_t}.
\]

(2)

\[
\tau(m) = \left(\frac{2}{\pi} f_m \arctan(\beta \log \frac{m}{m_t})\right)^{-1}.
\]

(3)

As can be seen in the figure, diluting the odorant in the air increases the interspike intervals at an approximately constant rate. This may be regarded as temporal modulation with the conversion gain \( G = dr/ds \), which is the slope of the line. The left side of each curve corresponds to the receptor saturation region. By extrapolating the curves to the intersections with the vertical axis, a minimum interval \( \tau_0 \) for each receptor type can be found of value roughly around 100 ms. This minimum interval may be regarded the refractory period of the receptor. With just two parameters \( \tau_0 \) and \( G \) for each receptor type, the temporal modulation illustrated in Fig. 1 can be readily described using first-order approximation:

\[
\tau = \tau_0 + Gs.
\]

(4)

The approximation can be validated only within the dynamic range of the receptor, that is, outside the saturation \( s > 1/(m_t 10^{\Delta c}) \).

III. ODOR CHARACTERIZATION WITH INTERSPIKE DISTRIBUTIONS

An odor is a superposition of a number of basic odors. The concentration information is temporally modulated at the glomerular inputs of the olfactory bulb, therefore, the perception of odor intensity must be related to the interspike intervals. Increasing the odor intensity shortens the intervals at different rates for each basic odorant due to the differences in their conversion gains. This provides some explanation why responses of the mitral outputs can be different for the same odor at different intensities [8].

In the glomerular layer the enormous number of inputs converge into much less dimensional connections to the mitral cells. The glomeruli are also highly interconnected between each other via periglomerular interneurons [9]. Both inhibitory and excitatory connections are present within the glomeruli which indicates that a winner-take-all mechanism could be involved before the input to the mitral cells. The presence of such a mechanism would enable arranging of the input interspike intervals into distributions statistically representing the odor information.

Let \( R \) be the number of all types of receptors in the epithelium. This makes \( R \) also the number of distinct basic odorants, the basis for the odor space. Suppose the first four, out of all \( R \) odorants, are the ones shown in Fig. 1. An odor at a given intensity can be uniquely represented by a vector \( s = (s_1, s_2, \ldots, s_R) \) for the introduced odorants shown in Fig. 1. The horizontal and vertical axes are the incremental sparsity \( s \) and the interspike interval \( \tau \) expressed in terms of molarity \( m \) as follows:

\[
\tau = \tau_0 + Gs.
\]

The quantized representation of the interspike interval distribution is chosen because it is more suitable for numeric computations than the probability density function. A satisfactory approximation of continuum can be achieved provided that \( N \) is large enough.

Suppose the 0.5 mol of CAM and 0.75 mol of LIM mixture with 100 MI of air, indicated by the filled squares in Fig. 1, is presented to the olfactory epithelium. Two kinds of receptors would be activated, each responding with spikes separated by...
Interspike intervals $\tau$ of receptor firing versus incremental sparsity $s$ of odorant. Six points on each curve correspond to the following logarithmic concentration levels (left-to-right): 1.2$\Delta_c$, 0.8$\Delta_c$, 0.6$\Delta_c$, 0.4$\Delta_c$, and 0.2$\Delta_c$ above $c_c$. The axes units are ms and Ml/mol.

Fig. 1. Interspike intervals $\tau$ of odorant versus incremental sparsity $s$ of odorant. Six points on each curve correspond to the following logarithmic concentration levels (left-to-right): 1.2$\Delta_c$, 0.8$\Delta_c$, 0.6$\Delta_c$, 0.4$\Delta_c$, and 0.2$\Delta_c$ above $c_c$. The axes units are ms and Ml/mol.

Fig. 2. Odor composed of 0.5 mol of CAM odorant and 0.75 mol of LIM odorant mixed with 100 Ml of air (filled bars) and then diluted in additional 100 Ml of air (empty bars). The bars have width $\tau_{\text{max}}/N$ and represent probabilities of respective time intervals as defined by (5). Example with $N = 20$ and $\tau_{\text{max}} = 350$ ms shown.

roughly 90-ms intervals and 175-ms intervals, respectively, according to Fig. 1. Suppose also that there is twice as many LIM receptors as those detecting CAM. In the winner-take-all competitions, the LIM receptors would have a better chance passing its signal compared to the CAM receptors. The described odor is represented by the filled bars of interspike interval probabilities in Fig. 2. The probability of the 175 ms LIM intervals is twice the probability of the 90 ms CAM intervals.

Suppose further that the same odor mixture is now diluted in twice the amount of air. This doubles the sparsity of the odor, hence, increasing the interspike intervals of both odorants present in the mixture. The diluted odors are represented in Fig. 2 by the empty bars of probabilities. Now the LIM intervals are about 220 ms and the CAM intervals increased to about 100 ms without a change to the probability levels. Note that the two odorants have different conversion gains and modulate the temporal intervals at different rates. As the odor intensity changes, this changes the probability pattern. A different hypothesis of time advance modulation where the resulting pattern is invariant under the concentration level was introduced in [10] and leads to functional models [11]. However, the neurophysiological evidence suggests that the patterns of bulbar activity actually do change when varying the odor intensity [8].

The signal processing occurring between the mitral cells and glomerular layer is a dynamical process. The information is embedded in the time realizations of signals. It may be retrieved only through observation of these signals for a period of time. The probability distribution of the interspike intervals may be retrieved by statistically analyzing the neural signals. Likewise, a simple stochastic process can be modeled to have the statistical properties representing a given odor through the probability distribution.

Suppose, in steady-state after all the transient response has vanished the odor is represented by the probability distribution $p^*$ defined according to (5). A Markov process [12] with the invariant distribution equal $p^*$ could serve as a first-order approximation of a dynamical system for that odor. Let $N \times N$ matrix $P$ be the transition matrix of the Markov process

$$p(k + 1) = Pp(k).$$

Also, let the process converge to $p^*$ in a sense that $p^* = \lim_{k \to \infty} p(k)$ for almost every initial distribution $p(0)$. The invariant distribution is the eigenvector of transition matrix $P$ associated with the unit eigenvalue: $p^* = Pp^*$. In this respect, the Markov process is a dynamical system in probabilistic space $S = \{p \in [0,1]^N \mid \sum_n p_n = 1\}$ with a stable fixed point $p^*$. Further on, space $S$ will be referred to as the odor space.

Consequently, an odor may be associated with an operator $P : S \to S$ in the odor space. The odor itself is the stable fixed point of the operator. There is a benefit of such a representation of odors. Operator $P$ defines an odor indirectly through a definition of a dynamical system. It is easy and natural to generate realizations of neural signals using such operators, which is suitable in the modeling effort. There are many operators that have the same invariant distribution. Hence, the same odor information may be redundantly embedded in many different processes. Another approach to representing odors with Markov processes is presented in [13].

Formally, a realization of the introduced Markov process is a sequence of interspike intervals $\{\tau_k\}$. Define the interval range to be $T_n = [(n - 1/N)\tau_{\text{max}}; \tau_{\text{max}})$ if $n < N$, and $T_N = [\tau_{\text{max}}; \infty)$ otherwise, where the interval range index $n$ is defined in the same manner as in (5). For the sake of modeling through optimization, a particular operator $P$ may be developed to have $p^*$ as its invariant distribution of interspike intervals over time. Denote the elements of the operator by $P_{ij}$, so that $P = [P_{ij}]$, where $i$ and $j$ are the row and column indexes. Number $P_{ij}$ is the probability that in the Markov process (6) an interval from the range $T_i$ will follow the interval from the range $T_j$:

$$P_{ij} = \frac{\Pr(\tau_{k+1} \in T_i \text{ and } \tau_k \in T_j)}{\Pr(\tau_k \in T_j)}.$$

$$\text{Fig. 2. Odor composed of 0.5 mol of CAM odorant and 0.75 mol of LIM odorant mixed with 100 Ml of air (filled bars) and then diluted in additional 100 Ml of air (empty bars). The bars have width } \tau_{\text{max}}/N \text{ and represent probabilities of respective time intervals as defined by (5). Example with } N = 20 \text{ and } \tau_{\text{max}} = 350 \text{ ms shown.}$$

$$\text{Also, let the process converge to } p^* \text{ in a sense that } p^* = \lim_{k \to \infty} p(k) \text{ for almost every initial distribution } p(0). \text{ The invariant distribution is the eigenvector of transition matrix } P \text{ associated with the unit eigenvalue: } p^* = Pp^*. \text{ In this respect, the Markov process is a dynamical system in probabilistic space } S = \{p \in [0,1]^N \mid \sum_n p_n = 1\} \text{ with a stable fixed point } p^*. \text{ Further on, space } S \text{ will be referred to as the odor space.}$$

$$\text{Consequently, an odor may be associated with an operator } P : S \to S \text{ in the odor space. The odor itself is the stable fixed point of the operator. There is a benefit of such a representation of odors. Operator } P \text{ defines an odor indirectly through a definition of a dynamical system. It is easy and natural to generate realizations of neural signals using such operators, which is suitable in the modeling effort. There are many operators that have the same invariant distribution. Hence, the same odor information may be redundantly embedded in many different processes. Another approach to representing odors with Markov processes is presented in [13].}$$

$$\text{Formally, a realization of the introduced Markov process is a sequence of interspike intervals } \{\tau_k\}. \text{ Define the interval range to be } T_n = [(n - 1/N)\tau_{\text{max}}; \tau_{\text{max}}) \text{ if } n < N, \text{ and } T_N = [\tau_{\text{max}}; \infty) \text{ otherwise, where the interval range index } n \text{ is defined in the same manner as in (5). For the sake of modeling through optimization, a particular operator } P \text{ may be developed to have } p^* \text{ as its invariant distribution of interspike intervals over time. Denote the elements of the operator by } P_{ij}, \text{ so that } P = [P_{ij}], \text{ where } i \text{ and } j \text{ are the row and column indexes. Number } P_{ij} \text{ is the probability that in the Markov process (6) an interval from the range } T_i \text{ will follow the interval from the range } T_j:}$$

$$P_{ij} = \frac{\Pr(\tau_{k+1} \in T_i \text{ and } \tau_k \in T_j)}{\Pr(\tau_k \in T_j)}. \text{}$$
There is no closed-form formula for selecting $P_{ij}$s for a given $p^*$. However, starting with some random $P_{ij}$s, an optimization algorithm can be used to find the $P_{ij}$s as the minimum of a suitable cost function. Since all $P_{ij}$s are probabilities, they must be numbers in the unit segment from 0 to 1. This fact allows for constructing one of the components to be included in the cost function, namely, the unit segment potential. For each number $P_{ij}$, a potential function $v(P_{ij})$, shown in Fig. 3, describes how distant $P_{ij}$ is from the unit segment

$$v(P_{ij}) = \frac{(2P_{ij} - 1)^2}{1 + (2P_{ij} - 1)^6}.$$  

Function $v$ attains the minimum in the middle of the unit segment and is maximally flat within the segment. The maximally flat approximation [14] with a rational function is chosen to facilitate the optimization process. The partial costs $v(P_{ij})$ sum up to the cost function component $E_v(P)$ responsible for keeping all the entries of $P$ within the unit segment

$$E_v(P) = \sum_{i=1}^{N} \sum_{j=1}^{N} v(P_{ij}).$$  

(9)

Operator $P$ is a probabilistic matrix in a sense that all its column vectors are normalized probability distributions. Therefore, the column sums of $P$ must sum up to 1. Another cost function component $E_c(P)$ measures the deviation from this requirement

$$E_c(P) = \sum_{i=1}^{N} \left( 1 - \sum_{i=1}^{N} P_{ij} \right)^2.$$  

(10)

If operator $P$ is a well defined transition matrix of Markov process (6), then the cost sum $E_v(P) + E_c(P)$ is low and close to its minimum attainable value. The goal of the cost minimization procedure is to develop operator $P$ with the constraint that $p^*$ is its principal eigenvector associated with eigenvalue 1. To simplify the operator synthesis, matrix $P$ will be assumed to be diagonalizable: $P = B\Lambda D^{-1}$. The diagonal matrix $\Lambda = \text{diag}(\lambda)$ is composed of $N$ eigenvalues $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_N)$ of $P$. Let $\lambda_1 = 1$. The convergence rate of the dynamical system (6) heavily depends on the radius of the remaining $\lambda_i$s for $i > 1$. Operator $P$ is synthesized with random $\lambda_i$s, for $i > 1$, with the assumption that $|\lambda_1| < r < 1$ and the radius $r$ is kept low to improve the convergence rate. In the numerical experiment $r$ was selected to be equal to 0.2. Operator $P$ is diagonal in the basis constructed with the column vectors of $B$. Since $\lambda_1 = 1$, the first column vector of $B$ is $p^*$. More precisely, $B_{ij} = p^*_i$ for $j = 1$. All other entries $B_{ij}$, for $j > 1$, are variables in the optimization process. Their initial values are selected randomly from the uniform distribution in the range $(-1; 1)$. Final matrix $B$ is found using an optimization algorithm to minimize the cost function as in the following expression:

$$\min_{B_{ij} > 1} [E_v(P) + E_c(P)].$$  

(11)

The minimized solution oftentimes needs a final touch to make sure that $P$ has no negative entries, no entries greater than one and that column sums of $P$ are indeed 1. This can be done by zeroing of negative values and normalization of columns. The principal eigenvector of $P$ is not very sensitive to such trimming of $P$.

IV. EMBEDDING DISTRIBUTIONS IN TEMPORAL SEQUENCES

As illustrated in the example shown in Fig. 2, the probabilistic representation of odors and intensities fits well the random nature of excitations received from the olfactory epithelium. The Markov model is also a natural candidate for a simple approximation of the dynamics behind spike interactions driven by the receptors. The olfactory bulb, however, should be considered a deterministic system which has no random variables other than the input received from the epithelium. Moreover, the olfactory bulb is capable of self-excitatory activity in response to the input. This may be the factor contributing to both high sensitivity and high selectivity of the sense of smell [15]. From this perspective, it seems reasonable to regard the olfactory bulb as an active medium rather than a passive relay of receptor signals. The olfactory bulb actively produces firing activity in response to the receptor signals [16].

A sequence of interspike intervals complying with a given interval distribution can be generated in a deterministic dynamical system. The simplest such system is a one-dimensional map constructed by solving the inverse Frobenius–Perron problem [17]. The overall goal of the search for a sequence generator is to be able to represent the odor information by a distribution of interspike intervals. A simple shift map can be constructed directly from the probabilistic operator used in approximation (6), as described in detail in [18].

First, a piecewise linear map $f : [0; N] \rightarrow [0; N], [0; N] \subseteq R$ is derived from probabilities included in the operator $P$

$$f(x) = \frac{1}{P_{ij}} \left( x - j + \sum_{m=1}^{i} P_{mj} \right) + N - i,$$

if $j - \sum_{m=1}^{i} P_{mj} \leq x < j + P_{ij} - \sum_{m=1}^{i} P_{mj}$.  

(12)

As shown in Fig. 4, map $f$ is composed of $N^2$ linear segments corresponding to $N^2$ numbers $P_{ij}$. The slopes of the segments are simply $1/P_{ij}$. To evaluate $f(x)$, the pair of indexes $i$ and $j$
appropriate for a given $x$ needs to be identified using the condition provided by (12).

By scaling the domain and range of map $f$, the dynamical system generating temporal sequence $\{\tau_k\}$ can be defined with the help of shift map $h$

$$h(\tau) = \frac{\tau_{\max}}{N - 1} f \left(\frac{N - 1}{\tau_{\max}} \tau\right). \quad (13)$$

Regardless of the initial condition chosen, subsequent mappings with $h$ will determine sequence $\{\tau_k\}$ whose distribution converges to the invariant distribution of process (6). A deterministic dynamical system

$$\tau_{k+1} = h(\tau_k) \quad (14)$$

may be regarded as a generator of realizations of neural signals for a given distribution of interspike intervals.

A numeric example of shift-map synthesis is shown in Fig. 5. Three interspike-interval distributions $p_A^*$, $p_B^*$, and $p_C^*$ are randomly selected to characterize three hypothetical odors A, B, and C. The bars represent probabilities $p_n$ of respective time intervals as defined by (5). The horizontal axis is normalized such that interval $N\tau_{\max}/(N - 1)$ corresponds to 1. Shift maps $h_A$, $h_B$, and $h_C$ are evaluated for the example odors and shown in the middle row of figures also in time-normalized coordinates. The maps have $N$ disconnected branches, however, vertical lines connecting the branches are added to enhance the graphs. Starting with a random initial interval, each map iterated 3000 times according to (14) produced a temporal sequence. The sequences are shown in the bottom row of figures. Each interval in a sequence is indicated as a point whose vertical coordinate is the normalized time. This way the density of points reflects the original distribution plots if rotated clockwise by 90°.

V. FROBENIUS FILTER FOR TEMPORAL SEQUENCES

It is broadly accepted that the olfactory bulb provides support for a pattern recognition mechanism for odor detection and classification. Not all of the recognition is taking place there, but definitely the process is initiated in the olfactory bulb. Assuming that the temporal sequences of interspike intervals are carriers of odor information, an implementation of signal processing system (14) can be proposed. Ultimately, the goal is to demonstrate usefulness of the proposed mechanism in odor recognition.

The signal processing scheme shown in Fig. 6 will be referred to as the Frobenius filter. The input to the filter is a temporal sequence whose interspike intervals are determined by the random variable $\tau_{in}$ with values governed by the probability distribution $p_{in}$ as defined in (5). Distribution $p_{in}$ characterizes an odor.

The Frobenius filter is simply a shift map with the feedback loop controlled by a random switch. The switch operation is described by a two-valued stochastic process $\xi: \{0, 1\} \times N \to R$. The filter is producing time intervals based on the switch position. At every interval $k$, the switch position depends on the value of $\xi_k$ governed by probabilities

$$Pr(\xi_k = 1) = c \quad (15)$$

$$Pr(\xi_k = 0) = 1 - c \quad (16)$$

where $c \in [0; 1]$ is a constant parameter. When $\xi_k = 1$, the filter is receiving the input $\tau_{in}$. The opposite position of the switch ($\xi_k = 0$) lets the shift map determine the output time interval based on the previous interval as in (14). The overall filter equation reads

$$\tau_{k+1} = h[\xi_{k+1} \tau_{in} + (1 - \xi_k)\tau_k]. \quad (17)$$

The notion of the switch is an attempt to model a competition between the input and the feedback. Its random operation is inherited from the random nature of the input temporal sequence.

The three shift maps $h_A$, $h_B$, and $h_C$, introduced in Fig. 5, are used to illustrate the function of the Frobenius filter. Each of the shift maps was stimulated at the input by values generated by probability distributions $p_A^*$, $p_B^*$, and $p_C^*$ representing three different odors. Fig. 7 shows all possible input-filter combinations arranged in the following nine pairs:

$$(p_A^*, h_A) \quad (p_B^*, h_A) \quad (p_C^*, h_A) \quad (p_A^*, h_B) \quad (p_B^*, h_B) \quad (p_C^*, h_B) \quad (p_A^*, h_C) \quad (p_B^*, h_C) \quad (p_C^*, h_C). \quad (18)$$

In each instance, $K = 20,000$ values random values $\tau_{in}$ were drawn from the input distribution and applied with probability $c = 0.5$ to the filter. The values drawn were also sorted in the ascending order and stored. In the sorted input sequence $\{u_i\}$ the following property holds: $i < j \Rightarrow u_i \leq u_j$. When plotted, the graph of the sorted sequence would resemble the shape of the cumulative distribution function of the random variable $\tau_{in}$.

The realization of the sequence $\{\tau_k\}$ generated by the Frobenius filter for $K$ iterations were also sorted in the same manner. The sorted output sequence $\{t_i\}$ was then compared to the sorted input sequence in Fig. 7. More precisely, the graphs in the figure are the sequences of quadratic distances $\{u_i - t_i\}^2$ in each of the nine instances. The horizontal line is the mean-square value of the distance $\{u_i - t_i\}^2$. As seen in the figure, the input-output sequences generated in pairs...
Fig. 5. Synthesis of temporal-sequence generators. Three example interspike interval distributions with \( N = 20 \) representing three different odors are shown in the top row. The corresponding shift maps and distributions of values of generated temporal sequences are shown underneath. The time interval axes are normalized to the range of \((0, 1)\). Each graph in the bottom row contains 3000 points representing interspike intervals placed vertically according to the length of the interval.

Fig. 6. Frobenius filter is a shift map with input. Either the input interval \( \tau_n \) or the present output interval \( \tau_k \) is transformed into the next output interval \( \tau_{k+1} \).

\((p^*_A, h_A), (p^*_B, h_B), (p^*_C, h_C)\) are synchronized in a sense that the quadratic distance between input and output interval distributions is small. The distances in all the other pairs are significantly larger. By detecting low distance between the input and the output of the filter, an odor recognition mechanism can be devised.

Two examples of realizations of the input and output temporal sequences are shown in Figs. 8 and 9. The proposed mechanism uses a pattern matching phenomenon which signals successful detection as a decreased distance between parameters of the input and the output neural signals. The pattern matching is not based on coherence of the two signals. As shown in the figures, no similarity in realizations of the input and the output can be observed in either the matched or unmatched odor-filter pairs. In case of the matched pair, the similarity is in the statistical properties of the input and the output signals.

Value \( c = 0.5 \) used in the experiment is the midpoint of the probability range. The value of \( c \) may be selected to optimize the performance with respect to different numbers of odors and filters. The extremes correspond to no-input \( (c = 0) \) and the open-loop \( (c = 1) \) conditions. In this regard, \( c \) represents the strength of the input coupling. With no input, the entire system becomes a simple pattern-matching mechanism. In the open-loop condition, the output is driven by the input through the filter mapping \( h \). In both cases if the input is a stationary process, the filter output is also stationary and the distance \( \tau_k - \tau_i \) can be evaluated. However, there will be no gain resulting from the synchronizing effect imposed by the switch.

VI. CONCLUSION

The details of how the cells of the olfactory bulb could encode the information in the way described in this paper are not discussed here. The goal set for this work was to describe the simplest method of encoding information in temporal sequences and show the input-output interactions which can lead to an odor detection and encoding mechanism. All the computations are very simple. No memory is necessary, only the last time interval is locally kept in the evaluation of the next time interval in the output sequence. Actual neurons are capable of performing such a storage with their inherent leaky integration.

The computational complexity of the model depends on the resolution \( N \) of the interspike interval distributions. It determines the dimensionality of the Markov transition matrix. Minimization (11) is the most time-demanding computation involved in the approach and takes a significant amount of time to evaluate. The minimization may be regarded as the learning process.
The shapes of the shift maps shown in Fig. 5 are not crucial for the operation of the Frobenius filters. The proposed shapes are just samples of infinite possibilities chosen for mathematical simplicity. In fact, any mapping that is mixing and expanding [19] can be used in the Frobenius filter. Such mappings develop continuous invariant distributions and guarantee ergodicity of the temporal sequence in a sense that the invariant distribution is reachable from any initial condition. Temporal sequences at the output of the filter have a very strong ability of encoding information in the time scale. It is sufficient to isolate just a few consecutive spikes to be able to identify the shift map which generated the spikes and effectively identify the encoded odor.

Fig. 7. Nine instances of a Frobenius filter stimulated by an input distribution for 20000 iterations. Quadratic distance $d_i = (u_i - t_i)^2$ between cumulative distributions of interspike intervals at input $u_i$ and output $t_i$ of the filter shown. The graphs are arranged according to (18).

Fig. 8. Realizations of the input (top) and output (bottom) temporal sequences for a matched pair $(p^*_u, h_A)$. A fragment containing 100 spikes shown.

Fig. 9. Realizations of the input (top) and output (bottom) temporal sequences for unmatched pair $(p_u, h_A)$. A fragment containing 100 spikes shown.
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